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Abstract: Correlation is widely used to reconstruct the object im-
age in ghost imaging (GI). But it only offers a linear proportion of the
signal-to-noise ratios (SNR) to the number of measurements. We develop
a Gerchberg-Saxton-like technique for GI image reconstruction in this
manuscript. The proposed technique takes the advantage of the integral
property of the Fourier transform, and treat the captured data as constraints
for image reconstruction. We numerically and experimentally demonstrate
the technique, and observe a nonlinear growth of the SNR value with
respect to the number of measurements in the simulation. The proposed
technique provides a different perspective of image reconstruction of GI,
and will be beneficial to further explore its potential.
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1. Introduction

Ghost imaging (GI) is a novel imaging technique that allows the imaging through harsh envi-
ronments [1–8], with great potential in applications in remote sensing [9] and optical encryp-
tion [10], etc. In GI, the camera does not need to “see” the object to be imaged directly. Alter-
natively, the image of the object is reconstructed by correlating two beams. One of the beams
illuminates the object and its energy was recorded by a single pixel detector with no spatial reso-
lution (i.e., a bucket detector). The other beam is captured using a multipixel camera. Actually,
this camera can be removed in computational GI as the fields that produces the illumination
patterns can be computer-programmed [6, 7]. However, this correlation-based reconstruction
technique only offers a signal-to-noise ratio (SNR) proportional to the number of measure-
ments [11]. Recently, a lot of efforts have been taken to increase the SNR for a given number
of measurements. Three of the most important methods are: (1) Differential ghost imaging (D-
GI) [11]. This technique offers a considerable improvement of the SNR. But its performance
is object-dependent. (2) Compressive ghost imaging. This method is based on the compressive
sensing technique [12–15]. It only works for sparse objects, and the optimization procedure
is time-consuming. (3) Iterative ghost imaging. This method employs the image transmission
matrix to recover the image iteratively using GI or DGI [16,17]. It has been demonstrated that
the iterative GI has a better performance than the DGI in terms of SNR.

In this article, we demonstrate a Gerchberg-Saxton-like technique for GI image reconstruc-
tion by taking the integral property of the Fourier transform into account. According to this
property [18], we can regard the data recorded by the bucket detector as the Fourier transform
of the object image evaluated at the origin(k = 0). Note that one needs to apply a sequence
of two-dimensional speckles to illuminate the object. Each of these speckle patterns randomly
select certain spectral components of the object and shift them to the origin in the Fourier space.
One can thus use this asa priori information in reconstructing the object image.
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2. Principle of the proposed technique and simulation results

Figure 1 shows the schematic setup we used in simulation and experiments. The unknown trans-
mission object,T (x), is illuminated by a sequence of speckles,Im(x), where the subscript in-
teger(m = 1. . .M) denotes themth illumination. We define the amplitude immediately behind
the object,Itm(x) = Im(x)T (x), as the target image. Then, the signal collected by the bucket
detector can be written as

Sm =

∫

Im(x)T (x)dx, (m = 1, . . . ,M). (1)

The sequence[S1,S2, . . . ,SM] is the data that is experimentally captured in the computational
GI system [6,7]. One of the most important tasks of GI is to reconstruct the dimensional object,
O(x), from this collected one-dimensional sequence[Sm].

Traditionally, the reconstruction is obtained by correlating the data[Sm] with the intensity
Im(x) of speckle patterns as

O(x) = 〈δSmδ Im〉, (2)

where〈·〉 ≡ 1
M ∑m denotes an ensemble average overM measurements,δSm = Sm−〈Sm〉, δ Im =

Im−〈Im〉. According to the correlation theory, the recovered imageO(x) is approximately equal
to the convolution betweenT (x) and the correlation functionγ(x) of the speckle fields. The
resolution has the scale of the speckle sizeδx which is decided by the width ofγ(x). Therefore,
the object plane is divided intoNspeckleresolution units each with the area ofδx2 [11]. One of the
biggest issues with this method is that the SNR value of the reconstructed image is statistically
proportional to the ratio of the number of patternsM to the number of specklesNspeckle. In the
case ofM = Nspeckle, the SNR value is only about 1.

Here we propose an alternative technique to reconstructO(x) from the experimentally record-
ed data sequence[Sm], (m = 1, . . . ,M), rather than solving Eq. (2). In the proposed technique,
we treat the image reconstruction problem as the estimation ofO(x) with the knowledge of the
speckle patternsIm(x), so that the error between

∫

Im(x)O(x)dx and the experimental dataSm is
minimized. According to the integral property of the Fourier transform [18], we have

F{Itm(x)}(k)|k=0 = Sm, (3)

whereF{ f (x)}(k) is the Fourier transform off (x). This inspires us to develop a Gerchberg-
Saxton-like algorithm with the series of constraints[Sm] sequentially imposed on the Fourier
spectra of the corresponding target imageItm(x). The initial guess of the object is chosen as the

Fig. 1. Experimental setup of ghost imaging. Lamp: Philips, 200W; DMD: digital micro
devices (DLP Discovery-4100, TI).
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image reconstructed using conventional GI as in Eq. (2). Assuming the last guess of the object
is written asO(x), the iteration routine of the proposed algorithm is as follows:

Step 1. Multiplication ofO(x) with Im(x) produces an estimation of the target imageItm(x) =
Im(x)O(x). Perform the Fourier transform ofItm(x), and apply the constraint Eq. (3) to the
resulting spectrum.

Step 2. Inverse Fourier transform the modified Fourier spectrum back to the spatial domain
and produce an updated target image,Iupdated

tm (x). Then the current estimation of the object can
be written as:

Oupdated(x) = O+
Im(x)

max{I2
m(x)}

[

Iupdated
tm (x)−O(x)Im(x)

]

. (4)

Step 3. ReplaceO by Oupdated, and repeat the above two steps for all theM measurements
again and again until the iteration converges. The convergence can be determined by whether
the mean-square error of two consecutively solutions is smaller than a pre-defined threshold
value (which is 10−10 in our study).

Now we perform numerical simulations for an object with the size of 64∗64 pixels to demon-
strate the proposed technique. The reconstructed images using the traditional correlation tech-
nique and the proposed technique are shown in the top and bottom rows, respectively, in Fig. 2.
It clearly suggests that the noise decreases asM increases no matter which methods are used.
However, the noise in the images recovered using the proposed technique is significantly sup-
pressed comparing to GI. To quantify the error between the recovered and the ground-truth
image (shown in the inset), we define the SNR as [17]

SNR=
∑[T (x)− T̄ ]2

∑[O(x)−T (x)]2
, (5)

whereT̄ is the mean ofT (x). The SNR value of the image reconstructed by solving Eq. (2)
is increased from 1.05 to 1.84 asM increases from 2000 to 5000. However, this value can be
increased from 1.65 to as high as 66.58 by using the proposed method in our study, meaning
that the noise has been significantly reduced, as shown in the bottom row of Fig. 2.

Fig. 2. Simulation results. Images recovered using GI (top row) and our method (bottom
row) for different numbers of speckle patternsM. The original image is shown in the inset
of the first image.
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Fig. 3. SNR values of the recovered images using GI (blue curve) and the proposed tech-
nique (dot) for different numbers of measurements. Exponential fit of the SNR using the
proposed technique is illustrated in the red line.

It is well known that the SNR value of the recovered image is linearly proportional toM when
using correlation techniques. However, Figure 2 suggests that this linear relationship is broken
by using the proposed method. To be more specific, we plot the SNR value as the function ofM
in Fig. 3. One can clearly see the nonlinear growth of the SNR value of the image reconstructed
using the proposed method in contrast to the linear behavior for GI. We fit the curve with an
exponential function, and found theR2 factor equal to 0.995.

We also observed that the image quality can be close to the ground-truth image whenM >

Nspeckle. This can be understood as follows: The effect of the speckle illumination is essentially
to shift randomly-selected spectral components of the objectO(x) to the origin in the Fourier
domain. As a consequence, these randomly selected spectral components can be captured by
the bucket detector, and encoded inSm. This means that the sequenceSm, (m = 1, . . . ,M),
acquired by the bucket detector contains the information about the spectrum of the object in
a statistics manner. For an object ofN ×N pixels in size, its spectrum also hasNspeckle= N2

pixels. Statistically speaking, withNspecklemeasurements, there is a large possibility that one
can obtain sufficient information about the spectrum of the object. The more number of speckle
patterns one may use, the more information about the object spectrum one can collect, resulting
in a higher SNR value for the reconstructed image, as demonstrated by the red curve in Fig. 3.

3. Experimental demonstration and Discussion

We demonstrate the proposed method by using the experimental setup as shown in Fig. 1. The
light emitted from an incoherent light source (Philips, 200 W) was collimated to illuminate the
digital mirror device (DMD, DLP Discovery-4100, TI). Then, a sequence of binary random
patterns was generated by using a computer program and loaded to the DMD. A projector was
used to project the binary patterns onto the object plane. Finally, a bucket detector (Thorlabs
Det100 silicon photodiode) was used to record the energy of the target image. The detector
recorded a sequence of dimensionless energy valuesSm, m = 1, . . . ,M, while changing the il-
lumination pattern. The frame rate of the DMD was set to be 100 Hz in our experiment while
the acquisition frequency of the was 10000 Hz. This means that the detector took 100 measure-
ments for each speckle pattern so that the noise can be averaged out. To avoid the influence of
the elapse caused by either the DMD or the detector, the final value ofSm was set to the average
value of the intermediate 90 measurements.
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Fig. 4. (Color online) Experimental results. (a) The ‘ghost’ image under detection. (b) Ex-
perimentally reconstructed image using standard GI with an SNR value equal to 0.913,
the number of speckle patterns is 64×64. (c) the recovered image using DGI, and (d) the
recovered image using the proposed technique with an SNR value equal to 2.994.

The object used in the experiment was the ‘ghost’ image shown in Fig. 4(a). GI reconstructs
the transmission image of the object using the experimental setup. In our experiment, we gener-
ated 4096 binary patterns and illuminated the object. The single-pixel detector then recorded a
sequence of 4096 energy valuesSm, (m = 1, . . .4096). This in principle allows us to reconstruct
an image of the size 64×64 with an SNR value equal to 1 using the standard GI. Experimen-
tally, we found that the SNR value of the image [see Fig. 4(b)] recovered by solving Eq. (2)
equal to 0.913, which is close to the theoretical value 1. In contrast, using the proposed method,
the SNR value of the reconstructed image shown in Fig. 4(d) is 2.994, which is 2 times larger
than that of Fig. 4(b). This is expectable and in consistence with the simulation results in Fig. 2.
We observed that the SNR value of Fig. 4(d) is even larger than that of Fig. 4(c), which was
reconstructed using DGI [11] . It is expected that the SNR value can be further increased by
measuring the actual speckle patterns on the object plane, or increasing the number of patterns
to be more than the critical numberNspeckle. It was demonstrated in the simulation that the SNR
of the reconstructed image reaches 27.74 for the ‘ghost’ image whenM is set to 5000.

The convergence of the proposed method is shown in Fig. 5. The number of iteration is
denoted asNite. When it reaches 50− 100, the SNR converges to the optimum value. The
fast-convergence property is in consistent with other Gerchberg-Saxton algorithms [19–21].
Moreover, the computational time can be further decreased by using a graphical processing
unit (GPU) [20,22] .

The proposed algorithm has no requirement on the illumination pattern. Thus, any arbitrary
illumination can be generated as a priori information in the method. Structured light, such as
sinusoidal patterns [23], may provide better results in an ideal system. In the article, random
patterns are chosen as the illumination sources because the optical system is simple and the
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Fig. 5. Convergence of our proposed method using the SNR as the metric.

acquisition time is fast using the DMD. Moreover, random patterns are nature in harsh environ-
ments.

4. Conclusion

In conclusion, we have numerically and experimentally demonstrated an efficient method for
GI image reconstruction. The proposed method treats the recorded data sequenceSm in a way
significantly different from the perspective of the widely-used correlation technique: It takes
Sm as the constraints to be imposed on the origin in the Fourier domain. The proposed method
is similar to the Gerchberg-Saxton algorithm [19] and ptychography [20, 21, 24–27], except
that the constraints here are sequentially applied to a single point during iteration. Our method
does not require any change to the standard GI or computational GI acquisition system, but
recover the object images with better quality (exponential growth of the SNR value along with
the increase ofM). This will be benefitial to further explore the potential of GI.
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